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ML4Code: AI helping humans code



THE ML4CODE LANDSCAPE

Code 
Generation

Code 
Completion

Program 
Synthesis

Program Analysis
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Tuning

Specification 
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Black-Box 
Analysis 
Learning

…

https://ml4code.github.io

https://ml4code.github.io/


LEARNED PROGRAM ANALYSES

Specification 
Tuning & Filtering

• A formal program 
analysis.

• Tune (discount 
some factors) to 
reduce false 
positives.

Specification 
Inference

• Assume most 
code complies 
with a latent 
spec.

• Predict a spec.

• Verify with 
standard 
methods.

Black-Box Analysis 
Learning

• Assume most 
code is “correct”.

• Model (latent) 
user intent and 
deviations from it.

• Raise warnings 
on detected 
deviations.

“Graph Neural Networks in Program Analysis”. Allamanis 2021



🐛 DETECTING & REPAIRING BUGS

📄 Self-Supervised Bug Detection and Repair. Allamanis, Flux, Brockschmidt. NeurIPS 2021

📄 Learning to Represent Programs with Graphs. Allamanis, Brockschmidt, Khademi. ICLR 2018 



https://github.com/raphaelm/python-sepaxml.git: /sepadd/utils.py

Hard to detect with general hand-

written rule or frequent pattern mining



TYPES OF REWRITES

Example

Replace Variable Usage i → j

Replace Binary Operator +  → -

Replace Assignment Op += → -=

Replace Boolean Operator or → and

Replace Comparison Operator == → !=

Replace (some) Literals 0  → 1

Argument Swap foo(a+1,b) → foo(b,a+1)



TYPES OF REWRITES



CODE REPRESENTATION

Relationships (Edges)
Syntax

• AST Child

• AST Sibling

• Next Token

Data Flow

• MayFinalUseOf

• LastMayWrite

• NextMayUse

Symbols

• CandidateType

• OccurrenceOf

• CandidateMethodName

Function Calls

• CandidateFormalArg

• CandidateDocStringOf

Control Flow

• ControlFlowNext

• AssignedFrom

• ReturnsFrom

• YieldsFrom

Entities (Nodes)
• Tokens

• Non-Terminal Nodes

• Symbols
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NEURAL MODELS

Graph 

Representation

One of…

GNN

Relational 

Transformer

Output 

Representations

Localization 

Module

Rewrite Module 

(given location)

GREAT: Hellendoorn, V. J., et al. "Global Relational Models of Source Code." ICLR 2019

GNN: Allamanis, M., et al. “Learning to Represent Programs with Graphs." ICLR 2017
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NEURAL ARCHITECTURE

GNN/Relational 

Transformer



NEURAL ARCHITECTURE

PointerNet(CandidateNodes…)

Localization

NO_BUG

GNN/Relational 

Transformer

Variable Misuse

PointerNet(AlternativeNodes…        |      )

Text Rewrite

MaskedMLP(     ) -> {+,-,*,/,0,1,2,and,or,…}

Argument Swapping

PointerNetOverPairs(ArgNodes…        |     )

Repair Given Location
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sum = 0
for i in range(10):
sum += a[i] + b[email_address]

sum = 0
for i in range(10):
sum += a[i] + b[i]



Bug 

Detector 

𝐷𝜃
• Is there a 

bug?

• Where?

• How should 

it be fixed?

code

code

detected

correct?

Learning

Bug Lab

LEARNING

Pick 

Hard 

Bugs



code

detected

correct?

Bug  

Selector

Bug  

Detector

Learning



Bug  

Selector 

𝑆𝜙
• Introduce a 

bug?

• Where?

• What bug?

Bug 

Detector 

𝐷𝜃
• Is there a 

bug?

• Where?

• How should 

it be fixed?

code

code

detected

correct?

Learning

Bug Lab

LEARNING



EVALUATION DATASETS

PyPIBugsRandomBugs

• ~700k random bugs

• Relatively Large

• Potentially non-

representative of real bugs

• 2k real bugs

• Manually curated/labeled

• Small. Used as testset only.



Bug Lab

GNN GREAT

Supervised 62.4 51.0

BugLab 70.3 65.3

LOCALIZATION & REPAIR ACCURACY

GNN GREAT

Supervised 20.1 16.5

BugLab 26.2 22.9

GREAT: Hellendoorn, V. J., et al. "Global relational models of source code." ICLR 2019

PyPIBugsRandomBugs



By Francis Barlow - http://mythfolklore.net/aesopica/barlow/59.htm, Public 
Domain, https://commons.wikimedia.org/w/index.php?curid=14476836

The boy who 

cried wolf



Bug Lab

FILTERING THROUGH MODEL SELF-CONSISTENCY

code Found:

Fix
Bug 

Detector

Bug 

Detector
No Bugs:

code Found:

Fix
Bug 

Detector

Bug 

Detector
Found:
🤦



FILTERING THROUGH MODEL SELF-CONSISTENCY

Bug Lab

PyPIBugs+Fixed

False Positive Rate Accuracy

Before 88.1 48.9

After 73.5 46.1

85.8% of the filtering decisions were correct (filtered false positive)







Photo by Anastasia Petrova

Tools and UX

Better fusion of PL and ML

ML Models & AI Capabilities
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